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Abstract: Social networks have assumed significant importance in the contemporary world, and the abundance of sensitive 

data on these platforms has given rise to new privacy concerns. Several studies have examined and outlined the risks of 

disclosing personal information on social media platforms, which can lead to targeted attacks on individuals, associations, and 

companies. Over the years, significant legislative efforts have been made to address and mitigate these risks. Despite the latest 

research findings and enacted laws, the issue of privacy on social networks remains an ongoing challenge, as these platforms 

are specifically designed to interconnect individuals by exchanging highly personal information. This work aims to examine 

the personal data publicly accessible on social media. In addition, we accurately analysed two social media platforms Facebook 

and LinkedIn to highlight privacy dangers associated with improper data sharing practises by conducting multiple evaluations. 

With the goal of raising user awareness about the potential disclosure of personal information through social media, this study 

used two publicly available open-source tools social mapper and profiler to examine potential privacy risks. The study 

underscores the importance of data sanitization as an essential component of privacy protection in the context of social media 

platforms, emphasizing the need for users to employ effective data sanitization practices to mitigate privacy risks associated 

with sharing personal information. 
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1. Introduction 

 

Social networks have rapidly emerged as the main channels for information exchange and dissemination on the Internet. 

Preserving user privacy is a challenge for social networking platforms, which cannot allow their users’ privacy to be put at risk. 

These platforms encourage widespread sharing of personal information, often with privacy restrictions that are unclear or 

ignored by users who may be unaware of potential threats to their privacy. Moreover, the dramatic proliferation of social media 

profiles among individual users amplifies the need to closely investigate and understand how these users manage their privacy 

settings and behaviour, particularly those with accounts on multiple platforms. Over time, we are seeing a continuous increase 

in user-generated data on these platforms, resulting in a gradual growth of personal information publicly accessible to online 

malicious users. These may exhibit different characteristics: some are prone to exploit such information for targeted 

advertisements, while others may engage in phishing and scam operations.  
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In Europe, the privacy regulation is the General Data Protection Regulation (GDPR). The main goal is to restore individuals’ 

authority over their data. This control has eroded over time with the emergence of new digital platforms that overcame the 

constraints of pre-existing regulations. To summarise, our study primarily offers two main contributions: first, a new privacy 

framework for extracting personal data from social media platforms that is publicly available, and second, a thorough analysis 

to determine how sensitive user information is and to uncover privacy risks associated with improper data sharing in social 

networks.  

 

The paper is organized as follows: Section 2 describes relevant studies concerning privacy-preserving and data extraction on 

social networks. Section 3 presents background information on the proposed study by introducing the social networks 

examined. Section 4 is an overview of the personal information extraction tools we employed in this study. Section 5 discusses 

the issues related to the extracted data, and Section 6 describes the experimental evaluation performed on the dataset. Section 

7 concludes the paper and discusses potential avenues for further research.  

2. Related Work 

This section discusses relevant works related to privacy-preserving and data extraction in the context of social networks. 

Privacy-preserving aims to protect user’s privacy in the context of data management and processing. Indeed, several works 

exploit privacy issues, defining frameworks and strategies to make users aware of the privacy issues linked to their posted data. 

In [1]-[3], the authors present the recent developments in social network data publishing privacy risks, attacks, and privacy-

preserving techniques. Moreover, they discuss privacy protection techniques and identify recent Social Media security and 

privacy trends.  

 

In [4], the authors explore the concept of privacy in the context of social media. The article focuses on analyzing the users' 

practices across different social media platforms and evaluating the impact of their unawareness regarding privacy laws on their 

decision-making. Moreover, in [5], the authors offer a detailed analysis of the data most susceptible to exploitation by malicious 

entities sourced from social networks and discuss several privacy breaches. With the growing public personal information on 

online platforms, several works have presented privacy-preserving mechanisms for helping social media users [6].  

 

As social network data publication is vulnerable to a wide variety of reidentification, disclosure, or reconstruction attacks, 

developing privacy-preserving mechanisms and frameworks is an active research area for growing user awareness. In this 

context, conducting a detailed analysis of data on online platforms and the privacy policy provided to address potential privacy 

vulnerabilities is crucial, giving users greater awareness. In [7], the authors collect accessible personal data of users through 

social networks, intending to analyze the amount of data extracted. Their principal objective involves aggregating user-

accessible personal data extracted from social networks. The final dataset consists of 5000 users. Building upon this research, 

in [8], the authors propose a visual tool simulating real user searches, enabling the extraction of publicly available data from 

social network profiles. This visual tool aims to assist users in managing the privacy configurations offered by social media 

platforms. One of the factors contributing to privacy breaches concerns improper handling of data extraction, potentially 

resulting in platform restrictions or contravention of data usage regulations.  

 

Data extraction is instrumental in retrieving information from diverse origins and converting it into a format conducive to 

utilization. It plays a crucial role in data analysis, generating reports, and acquiring valuable insights from disparate sources. 

This work [9] focuses on extracting and creating profiles using data from social networks. Its main purpose is to transform a 

problem usually addressed individually into a formalized and automatically resolved issue. Meanwhile, in [10], the authors 

analyzed the legal framework that regulates the use of data from social media. They particularly focused on respecting users’ 

privacy rights as outlined in the European Data Protection Regulation (GDPR) and explored various strategies to mitigate the 

risks associated with data extraction, use, and retention. In another work [11], the authors presented an in-depth review of the 

main social networking tools, providing a complete description of these platforms.  

 

In contrast, in subsequent work [12], a web scraping-based system was introduced to extract, process, and present social media 

data efficiently. This system takes advantage of the site’s API and offers an interesting method for extracting data from different 

social networks. While there is significant research on data analytics, there is a notable lack of exploration regarding the 

previous phases: data discovery, collection, and preparation. The work [13] addresses this lack and offers a structured analysis 

of the challenges and solutions proposed within these critical phases. It provides valuable information for researchers and 

practitioners collecting and analyzing social media data. Furthermore, in [14], the authors aimed to reconstruct personal data 

from publicly available user information and highlighted the risks associated with disclosing such information in public forums. 

Additionally, using crawling techniques, the [15]-[16] works detailed the design and implementation of a crawler specifically 

aimed at extracting public profile data from Facebook user profiles. 
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Figure 1: Overview of Social Mapper Tool 

3. Social Networks Platforms 

This research investigation focused on the comprehensive examination of two social networking platforms, i.e., Facebook and 

LinkedIn. These platforms host a huge amount of personal data, which can be categorized into four primary types [17]. The 

main section, the friend or contact list, encompasses a compilation of all the users with whom the individual has accepted friend 

or contact requests [18]. The visibility of this information is contingent upon the privacy settings established by each user. 

Consequently, the accessibility of this list may be limited to specific individuals or made available to the general public. The 

next type, personal information, encompasses data willingly shared by users on their profiles [19]. This includes personal 

interests, profession, age, political and/or religious affiliations, group memberships within the social platform, and other aspects 

of personal identity [20]. Moreover, the section encompassing public messages crafted by the user or received from other users 

or applications is posted [21]. These posts frequently provide insights into the user’s current mood, ongoing activities, and 

interactions with others within the network [22].  

 

The latter category is photos, which incorporate all images the user uploads. The profile photo is typically visible to anyone; 

the visibility of other images is subject to the user’s privacy settings. Hence, the accessibility of these photos may be restricted 

to specific individuals or determined by the user’s general privacy preferences [23]. By examining these four main types of 

personal data hosted on Facebook and LinkedIn, this study seeks to understand the information users willingly share and the 

extent to which their privacy is protected within these social networking platforms [24]. Except for personal information, the 

information that can be shared on the two platforms is generally comparable. This work aimed to analyze and extract publicly 

available personal information on both platforms. Specifically, data were extracted without establishing a friendship or contact 

link with the relevant users [25]. For Facebook, the extractable data include work details, residential address, and education, 

while LinkedIn includes work details, residential address, personal website, e-mail, and birthday [26]. Facebook discloses much 

less information than LinkedIn, with work and address being the only common data between the two platforms [27]. A cross-

platform analysis between Facebook and LinkedIn allows more comprehensive information to be retrieved.  

 
 

Figure 2:  Overview of Profiler Tool 
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4. Overview of Data Reconstruction Tools 

Following up on our earlier introduction, we have used three different information extraction techniques to perform an 

experimental examination of publicly available user personal data. Using face recognition, the open-source intelligence 

application Social Mapper can massively link social media accounts across several sites. Figure 1 shows that this tool has 

several applications in the security industry. One example is the automatic gathering of many social media accounts to be used 

in targeted phishing attacks. It allows for the automation of face recognition-based image and name searches across many social 

media platforms. Searches like these can be done by hand, but this tool can automate them, so they're far quicker [28]. A profiler 

can discover the URLs of users' profiles across various online platforms. A command-line interface is available for the OSINT 

tool Profiler, as seen in Figure 2.   

 

Nevertheless, these instruments can be difficult to use, particularly for those without technical training, because they do not 

have graphical user interfaces that allow for immediate and unambiguous feedback. An example of a difficult programme is a 

command-line programme, which necessitates knowing the exact syntax of the command and frequently requires multiple 

parameters [29]. The purpose-built tool, Custom Crawler, shown in Figure 3, designed for Facebook, implements a solution 

similar to that used for Social Mapper, utilizing the same libraries for the same purposes. The main difference is that, with prior 

knowledge of the profile links, the search step can be skipped, and the focus can be on checking the link’s validity [30]. It is 

specifically implemented to work with the output of Social Mapper, which, in the context of this work, translates to a list of 

links to potential Facebook profiles [31]. The crawler first verifies the validity of the profile, considering it valid only if the 

user has a profile picture and if only one face is detected in that image. If the profile is deemed valid, the program extracts the 

image and any available personal data [32]. 

 
 

Figure 3: Overview of Custom Crawler 

5. Extracting Privatized Data from Social Network Platforms 

 

One of the aims of this study is to analyze as much information shared by uninformed or negligent users on social networks as 

possible. Over the years, social networks have become a mirror of themselves, where each individual describes his or her life 

or posts information about his or her work life. Therefore, collecting all this information becomes essential [33]. The extraction 

of data and associated statistics from popular social media platforms like Facebook and LinkedIn is a task that comes with its 

fair share of challenges. These challenges can be attributed to several factors that make the process more complex and 

demanding [34]. One of the primary obstacles lies in the limited availability of readily accessible software tools designed 

specifically for this purpose [35]. Due to the dynamic nature of social media platforms, constantly evolving and introducing 

new features, finding reliable and efficient tools that can extract data automatically becomes increasingly difficult. This scarcity 

of suitable software options necessitates creating custom tools or adapting existing ones to meet the desired objectives [36].  

 

Furthermore, the continuous updates and modifications made to the web pages of these social sites contribute to the complexity 

of building stable and robust data crawlers over time [37]. As the structure and layout of the websites change, the automated 

processes need to be adjusted accordingly to ensure accurate data extraction. This ongoing maintenance and adaptation pose 

additional challenges and require constant monitoring and updating of the data extraction tools [38]. Moreover, the security 

measures implemented by these social media platforms to protect users’ privacy and discourage unauthorized access may 
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prevent automatic data extraction [39]. In the ongoing project, the aim has been confined to constructing a static dataset 

containing information from a random set of users. This dataset was employed to extract statistics related to the two social 

media platforms under analysis. Another challenge in automatically extracting data from social platforms differs depending on 

the specific platform being considered. Concerning LinkedIn, it exhibits a substantially stable HTML structure and undergoes 

relatively few updates compared to other platforms. Additionally, all sensitive information related to each contact is 

conveniently displayed on separate pages. 

  

However, from a security perspective, accessing this sensitive information requires users to log into the site. LinkedIn’s security 

mechanism detects the activity and initiates an account logout when conducting an automated search on many contacts, such 

as hundreds. Consequently, a CAPTCHA code is required upon re-logging in, which serves as a deterrent to extensive 

automated searches and necessitates manual intervention. Hence, developing a fully automated tool for extracting personal data 

from LinkedIn proves to be a complex endeavor. On the other hand, Facebook presents different challenges due to its 

considerably more dynamic HTML structure and frequent updates.  

 

Sensitive information on Facebook is integrated into a user’s main page and often needs to be separated from other data for 

extraction purposes. It’s worth noting that even without logging into Facebook, some sensitive details may be visible if the user 

hasn’t configured specific privacy settings. While it is possible to develop a fully automated system for information extraction 

on Facebook, it’s important to acknowledge that such a system would require more frequent maintenance than LinkedIn. This 

increased maintenance is due to Facebook’s utilization of classes with random values within the HTML elements of its pages. 

This unique characteristic of Facebook’s HTML structure adds complexity to the development of a data crawler, as it demands 

a different approach than other websites where classes are used to identify specific HTML elements containing the desired data. 

 
 

Figure 4: Overview of Project Structure 

 

The diagram depicted in Figure 4 shows the project structure and the correlation between the various tools employed. Profiler 

allows you to capture a set of links to Facebook pages using a set of randomly generated name-surname pairs present in a 

Dataset. The custom crawler utilizes these links to extract a list of Facebook users, each providing a name, surname, profile 

image, and displayed sensitive information on the page. The information on each valid profile's image, name, and surname is 

subsequently passed to Social Mapper, which deals with searching and extracting sensitive data for each user where a match 

has been identified within LinkedIn. Finally, the data obtained from the custom crawler and Social Mapper are combined into 

a unified dataset. 

 

Social Mapper does not boast high precision and may generate potential false positives during searches. Consequently, there’s 

the challenge of meticulously validating the obtained data. This issue was briefly addressed because most false positives on 

LinkedIn present a different name from the Facebook profile. Hence, excluding these evident cases from the final result was 

straightforward. However, comparing the data extracted from the two social media platforms would be necessary for a more 
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accurate verification. Two specific pieces of data, namely, job and residence, are openly available on both profiles and are 

particularly suitable for this purpose. A total of 12,039 links generated from 10,000 random name-surname pairs were 

examined. As highlighted in the graph depicted in Figure 5, 3,256 (27%) of these links correspond to valid users, while the 

remainder were either invalid or encountered errors during profile image extraction.  

 

Any Facebook page presenting a profile image containing one and only one individual is considered a valid user. The exact 

number of faces is determined using the Dlib library. This check proved essential to enable subsequent image processing by 

Social Mapper; without this restriction, the number of identified users would have been significantly higher. 

 

 
 

Figure 5: Results Achieved by Profiler 

6. Analysis of the Results 

 

About the social media platform Facebook, three plain-text details are consistently present across all user profiles: Work 

Experience, Education History, and Location Address. Additionally, there appears to be a fourth plain-text detail that varies 

between profiles: some present the number of followers the user has accrued, while others display the date on which the user 

originally joined the platform. As depicted in Figure 6, the most common data element across the sample is categorized as 

Other, followed by Address details, which appears to be the consistent data feature entered by the greatest number of users. No 

singular data element is found to be universally entered by most users.  

 

The sample indicates approximately 48% (n=1567) of the user profiles contained at least one of the four extracted plain-text 

data elements. In contrast, over half of the profiles had no plain-text data extracted. A larger dataset was extracted from LinkedIn 

profiles, including phone numbers, personal websites, e-mail addresses, birthdates, location Addresses, and work experience 

details.  

 

 

Figure 6:  Number of data obtained by Facebook to total users 
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Figure 7 shows no Phone number was extracted for any of the 753 users sampled from LinkedIn. Therefore, based on this user 

sample, the Phone number appears to be a private data element kept private by default, as it could not be readily extracted from 

the profile information. In contrast, Work Experience and Location Address details were provided by nearly all users in the 

sample. Personal Websites were included occasionally, while only a small proportion of the sampled users had visible E-mail 

addresses and Birthdates. In conclusion, the final dataset includes 3256 users. Among them, a match was identified on LinkedIn 

for 753 users. Table 1 illustrates the amount of information extracted. 

 

 
 

Figure 7: Number of data obtained from LinkedIn about total users 

 

 

Table 1: Total number of data obtained and percentage of users who have that in plain-text 

 

 

 

 

 

 

 

 

 

 

 

 

 

7. Conclusion and Future Developments 

In conclusion, the analysis of the data extraction process from social media platforms, i.e., Facebook and LinkedIn, reveals the 

challenges and limitations faced in obtaining comprehensive and accurate information. The study highlights the limited 

availability of suitable software tools and the need for constant adaptation and maintenance due to the dynamic nature of these 

platforms. Additionally, the security measures implemented by these platforms pose obstacles to automatic data extraction. 

Despite these challenges, a dataset containing information from a random set of users was successfully constructed, providing 

valuable insights into the availability of personal data on these platforms. As for future works, it is crucial to develop more 

effective research tools to tackle the evolving nature of social networks. These tools should aim to improve the accuracy and 

efficiency of data extraction and address the validation and analysis of information and profiles across different platforms. 

Moreover, developing methodologies to distinguish real users from potential fake profiles and verifying the consistency of 

profiles across platforms would be a significant advancement. The created dataset can serve as a valuable sample for future 

research activities. Continuous support and development of the code used for data extraction are also essential to ensure its 

effectiveness. 

Site Data Occurrences Percentage 

Facebook Work 185 5.6% 

Facebook Education 748 23% 

Facebook Address 1420 43.6% 

Facebook Other 1465 45% 

LinkedIn Phone 0 0% 

LinkedIn Web Site 260 34.5% 

LinkedIn E-mail 8 1% 

LinkedIn Birthday 6 0.8% 

LinkedIn Address 742 98.5% 

LinkedIn Work 737 97.8% 
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